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Abstract

Heat transfer from hot aluminium walls to cold water sprays was investigated. The method used was the transient two-side symmetric
cooling of a planar aluminium target, previously heated to temperatures of up to 750 K, by twin sprays issuing from full-cone swirl spray
nozzles of various gauge. The target’s mid-plane temperature was recorded during the cooling transient by thin-foil K thermocouples and
a high-frequency data acquisition system. In order to determine the wall temperature Tw, the wall heat flux q00w and the q00w � T w heat
transfer (Nukiyama) curve, two different approaches were used: the first was based on the solution of an inverse heat conduction prob-
lem, the second on a suitable parameterization of the Nukiyama curve and on the solution of a minimum problem. Relevant heat transfer
quantities, such as the critical heat flux and the single-phase heat transfer coefficient, were obtained from each heat transfer curve. Their
dependence on the main parameters characterizing the spray impact phenomenon (mass flow rate, drop velocity and drop diameter) was
investigated on the basis of a preliminary hydrodynamic characterization study, and suitable correlations were proposed.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. Main characteristics of drops and sprays

Spray cooling is an effective method of heat removal and
is used in a broad variety of engineering applications [1–5].
A large amount of experimental data and interpretative
models have been gathered or developed through the years
on all the stages of the phenomenon: drop generation and
diameter/velocity distribution, drop–air interaction, impact
and spreading mechanisms, drop-surface heat transfer.

Sprays can be produced by different devices (nozzles),
corresponding to different types of energy responsible for
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doi:10.1016/j.ijheatmasstransfer.2007.09.022

* Corresponding author. Tel.: +39 91 232 225; fax: +39 91 232 215.
E-mail address: ciofalo@din.din.unipa.it (M. Ciofalo).
the fragmentation of the liquid against its surface tension
r and for the ejection of the liquid drops with an exit veloc-
ity u0. In particular, in pressure nozzles energy is provided
by the pressure drop across narrow passages, often twisted
so as to impart the liquid a swirling motion which pro-
motes fragmentation and spatial uniformity (swirl-jet noz-
zles). Pressure nozzles can be classified according to the
spatial distribution of the drops into fan, hollow-cone and
full-cone nozzles [6]. These last are the most relevant for
heat transfer purposes and have been the subject of the
present investigation.

The drops in a spray are characterized by a size distribu-
tion, a velocity distribution, and a spatial distribution.
Cross-correlations between size, velocity, and direction
(i.e., angle formed with the spray axis) may also be of some
relevance.

The size (diameter) distribution is often assumed to fol-
low a log-normal law [7]:
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Nomenclature

a dispersion parameter
A area of an impact spot [m2]
b target side length [m]
bi coefficients of fifth-order polynomial
Bi Biot number, hd/k
ci shape parameters of boiling curve
cp specific heat [J kg�1 K�1]
C heat capacity, Mcp [J K�1]
CD drag coefficient [–]
Cq discharge coefficient [–]
d generic diameter of a drop [m]
d32 Sauter diameter of drops [m]
D diameter of an impact spot [m]
E root mean square error on Tmp(t) [K]
FD drag force on a drop [N]
G specific mass flow rate [kg m�2 s�1]
h generic heat transfer coefficient [W m�2 K�1]
h1 single-phase heat transfer coefficient [W m�2

K�1]
Jfg latent heat of vaporization [J kg�1]
k thermal conductivity [W m�1 K�1]
L distance from nozzle [m]
LT lightness threshold in digital image processing [–]
m number of shape parameters
M mass [kg]
MVD median volume diameter of drops [m]
n number of experimental points
p pressure [N m�2]
p(�) probability density function
q00 heat flux [W m�2]
Q total volume flow rate [m3 s�1]
ri random numbers uniformly distributed in [0,1]
Rea Reynolds number of drop in air, ud/ma [–]
S area for counting impact spots [m2]
SS nozzle type
t time [s]
T temperature [K]
u generic velocity of a drop [ms�1]

U modal (and mean) velocity of drops [ms�1]
V volume [m3]
We Weber number, qdu2/r [–]

Greek symbols

a thermal diffusivity [m2 s�1]
d target half-thickness [m]
Dci step amplitudes in parameter space
Dp pressure head [N m�2]
Dt time step [s]
DT temperature difference [K]
Dx grid size along x [m]
# exposure time for drop impact method [s]
/ spray cone semi-aperture angle [radians]
q density [kg m�3]
qel electrical resistivity [X m]
r surface tension [N m�1]
s conductive time constant, d2/a [s]
$E gradient of error E in parameter space

Subscripts

a air
Al aluminium
c critical, or DNB (maximum heat flux)
f fluid (water)
id ideal
k generic drop; generic experimental point
L Leidenfrost (relative minimum of heat flux)
m mean (average)
max maximum
min minimum
mp mid-plane
M modal
sat saturation
w wall
0 initial
1, 2 different points or regions in parameterized

Nukiyama curve
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pðnÞ ¼ C exp½�ðn� nMÞ2=ð2a2Þ� ð1Þ

in which n = ln(d), C is a normalizing factor, a is a disper-
sion parameter, and nM = ln(dM) + a2 if dM is the modal

value of d, i.e., the value for which p(d) = p(n)/d attains
its maximum.

Different averages can be used to characterize drop
diameters. A general definition [8] is

dNM ¼
R1

0
dN pðdÞddR1

0
dM pðdÞdd

" #1=ðN�MÞ

ð2Þ

with N and M positive integers in the range 0–3. The one
most commonly used is d32, or Sauter diameter, which pre-
serves the surface to volume ratio of the actual distribution.
Another commonly used parameter is the median volume

diameter MVD, such that half the spray volume is contained
in drops having d P MVD and half in smaller drops. For
drop populations following the log-normal distribution in
Eq. (1) and having typical values of the a/nM ratio, the Sau-
ter diameter is slightly smaller than the median volume
diameter (e.g., d32 � 0.8MVD) while the modal diameter
dM may be even several times smaller. Typically, 95% of
the spray volume (hence, of its cooling capacity) is associ-
ated to drops ranging in diameter about nine fold between
MVD/3 and 3MVD; these will be regarded in the following
as the practical limits of the diameter spread. Techniques
have been proposed to generate monodispersed sprays in
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which all drops have roughly the same diameter and which
may be more effective for specific cooling applications [9].

As regards the velocity dispersion, the speed of the
liquid jet issuing from a pressure spray nozzle before its
fragmentation into drops can be expressed as

u0 ¼ Cqð2Dp=qÞ1=2 ð3Þ
in which Dp is the pressure head and Cq is a discharge coef-
ficient <1 which depends on the nozzle structure. For high
Weber numbers (see below) the fraction of kinetic energy
converted into surface energy is negligible, so that drops
of all diameters can be assumed to leave the nozzle with
the same velocity u0. Further drop–air and drop–drop
interactions may cause some velocity scatter; at some dis-
tance from the nozzle, u follows a normal distribution
around a modal value U for any drop diameter, and is pos-
itively correlated with d [5].

As regards the spatial distribution of the spray, for a
uniformly distributed, conical jet of total volume flow rate
Q and semi-aperture angle / the specific mass flow rate
impacting normally on a small target located on the spray
axis and at a distance L from the nozzle is:

G ¼ qQ

2pL2ð1� cos uÞ
ð4Þ

However, even full-cone sprays are not uniformly dis-
tributed, but exhibit some peaking of the angular mass flow
distribution near the spray axis with a more or less steep
fall at the edges. Therefore, G does not exactly follow a
1/L2 law, especially at small distances. This justifies the
careful measurement of the specific flow rate at various dis-
tances which was conducted in the present study as will be
discussed in Section 3.

An individual spherical drop is fully characterized by its
physical properties, its diameter d, and its velocity u. These
quantities are often grouped into different dimensionless
numbers, among which a particular relevance has the
Weber number:

We ¼ q � d � u2

r
ð5Þ

The Weber number is 12 times the ratio of the kinetic
energy of the drop Mu2/2 to the surface energy rS (energy
required to create the drop surface by bulk liquid fragmen-
tation). Drop impact against a solid surface is dominated
by inertial forces for We� 1, by surface forces for
We� 1. As will be discussed later, the water drops in the
present study presented a practical diameter spread
between � 0.12 	 10�3 and �6 	 10�3 m and velocities
between �15 and �50 m/s, smaller diameters being
obtained for larger pressure heads and thus for higher
velocities. As a consequence, We ranged between �1200
and � 70,000 and drop impact phenomena were inertia-
dominated in all cases. For the same reason, the fraction
of pressure energy converted into surface energy was negli-
gible as compared with that converted into kinetic energy
or dissipated by frictional losses.
1.2. Drop–air interaction

Drop–air interactions determine the extent to which the
drop velocity, mass and temperature vary along the drop
path and thus depend on the nozzle-target distance.

The drag force on a spherical drop of diameter d can be
expressed as:

F D ¼ CD

pd2

4
qa

u2

2
ð6Þ

in which qa is the density of air and the drag coefficient CD

depends on the Reynolds number Rea = ud/ma. Piecewise
correlations for CD are not appropriate here since Rea

may be as high as 2500 at the nozzle exit, but decreases
to the small value associated with the terminal free fall
velocity as the drop is slowed down by friction with air.
A simple correlation which fits fairly well most classic
experimental results in a wide range of Rea values is [10]:

CD ¼
24

Rea

ð1þ 0:02ReaÞ ð7Þ

By substituting Eq. (7) for CD into Eq. (6) and taking
account of the gravity acceleration, the drop velocity and
trajectory are easily obtained by numerical integration.
Results are shown in Fig. 1 for two values of the initial
velocity u0, 20 and 50 m/s, roughly covering the range of
conditions of the present tests.

Fig. 1a shows the drop trajectory for different values of d
(from 10�4 to 10�3 m) and u0 = 20 m/s or 50 m/s. Drops
with d P 10�3 m practically follow the parabolic path that
would characterize a massive body with initial horizontal
velocity u0. For such drops, at the largest nozzle-target dis-
tance considered in the present study (0.4 m) the vertical
deflection is negligible. Smaller drops, however, deviate sig-
nificantly from this behaviour; at x = 0.4 m, drops with
d = 2 	 10�4 m are deflected by gravity almost 2 	 10�2

m for u0 = 20 m/s, and drops with d = 10�4 m or less are
likely never to reach the target for both values of the initial
velocity.

Fig. 1b reports the drop speed (including the vertical
component due to gravity) as a function of the distance x

from the nozzle for the same diameters and the same values
of the initial velocity. For each diameter, there is a limit
speed which coincides with the terminal free fall velocity
in air and, of course, does not depend on u0. However,
the maximum horizontal displacement does depend, albeit
weakly, on the initial velocity; for example, for drops
5 	 10�4 m in diameter, this is about 3.2 m for u0 =
20 m/s and 4.5 m for u0 = 50 m/s. At x = 0.4 m, even large
drops (d = 10�3 m) are slowed down by more than 15% for
u0 = 20 m/s and about 8% for u0 = 50 m/s. For smaller
drops, e.g., d = 2 	 10�4 m, at a distance of 0.4 m the
velocity is reduced by a factor of �7 for u0 = 20 m/s and
of �3 for u0 = 50 m/s. The smallest drops (d = 10�4 m or
less) are stopped by drag within 0.2–0.3 m and at this dis-
tance possess just their terminal (purely vertical) velocity
in air.
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Fig. 1. Trajectory (a) and speed (b) for drops of different diameters. Solid
lines: u0 = 20 m/s; broken lines: u0 = 50 m/s. Based on the drag correlation
in Eq. (7).
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As mentioned above, the drop diameter and (initial)
velocity range of interest in the present study corresponds
to d = (1/3–3)MVD = 1.2 	 10�4 to 6 	 10�3 m and u =
15–50 m/s, with d and u negatively correlated via the
dependence of both MVD and U upon the pressure head
Dp. On the basis of the results in Fig. 1, it can be observed
that, especially for the larger nozzle-target distances con-
sidered in the present study (0.3–0.4 m), the braking effect
of air will practically filter out the smallest drops. The
direct influence of this selective filtering on the specific mass
flow rate G hitting the target at various distances, which is
the main parameter affecting heat transfer, is small because
the smallest drops carry a negligible fraction of the spray’s
mass; in any case, it was implicitly taken into account by
the in situ characterization procedure described in Section
3, i.e., by explicitly measuring the values of G for each
operating condition. However, more subtle, indirect effects
can not be ruled out, such as the influence of drop filtering
on the correlation between heat transfer quantities and
drop velocity and diameter. Also coalescence and scatter-
ing between faster, larger drops and slower, small ones
may play a role. Another consequence of the velocity-
diameter correlation is that the flow rate hitting the target
will increase gradually, rather than stepwise, during the
first instants of cooling, as drops with different velocities
reach the target with variable delays after the valves on
the nozzles are open.

A thorough analysis of these effects is beyond the scope
of the present work. Suffice it to say that results obtained
for the larger nozzle-target distances and the more finely
dispersed sprays (i.e., larger pressure heads and/or small
gauge nozzles) should be taken with some caution, espe-
cially concerning the initial stage of the cooling transients
up to 0.02–0.03 s, which corresponds to the difference in
flight time between small and large drops at the lowest
outlet velocities and largest nozzle-target distances
investigated.

As regards evaporative cooling, which may alter the
mass and temperature of the drops during their flight from
nozzle to target, it depends on the temperature and relative
humidity of the surrounding air. In the present tests, it was
kept to a minimum by limiting the nozzle-target distance to
0.4 m at most (flight time < 0.03 s), using water at ambient
temperature (�296 K), and encasing the whole nozzle-
spray-target system in a Perspex� enclosure that was prac-
tically saturated in humidity at all times.

1.3. Heat transfer

Heat transfer in spray cooling has been investigated by
either steady state or transient methods. The former rely
on a thermal balance between the power input into an
appropriate sample and the heat transferred to the spray;
their application is limited by the maximum attainable
power densities. For example, in the present tests the target
was a slab 75 	 75 	 4 	 10�3 m in size, cooled from both
sides with heat fluxes up to �107 W/m2. Therefore, a power
input of �105 W would have been required to keep it at a
constant temperature, which was clearly unfeasible. More-
over, in power controlled systems steady state conditions
cannot be maintained in the unstable region of the heat
transfer curve (transitional boiling). Because of these limi-
tations, steady state methods have usually been confined to
investigations involving low mass flow and heat transfer
rates (e.g., single streams of drops).

In transient tests, a target is typically heated to a uni-
form high temperature and then rapidly cooled by the
spray while the temperatures at one or more inner locations
are recorded. Surface heat flux and temperature can then
be derived from the raw experimental data by various tech-
niques [11,12]. The method is the only viable if large heat
transfer rates are involved, and has been most commonly
adopted in full-scale spray cooling research.

A review of the literature ante 1980 is given by Bolle and
Moureau [5]. Data are reported for different nozzle types
(fan vs. full cone) and pressure heads (from 0.1 to
15 	 106 N/m2), yielding mass flow rates from 0.5 to
50 kg/(m2 s), drop velocities from 10 to 100 m/s and drop
Sauter diameters from �10�4 to 10�3 m. The studies
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reported used either steady state or transient methods, and
differed also in the geometry of the spray-surface
arrangement.

Most of the above studies regard vertical sprays impact-
ing (usually from above) on horizontal surfaces, which, of
course, exhibit a different behaviour with respect to the ver-
tical surface case considered in the present paper. Horizon-
tal surfaces generally exhibit very high temperatures Tc of
DNB (departure from nucleate boiling, corresponding to
the maximum, or critical, heat flux q00c Þ and high Leiden-
frost temperatures TL. For example, Hoogendoorn and
den Hond [13] reported this latter quantity as a function
of the specific mass flow rate G and of the mean drop veloc-
ity U for the spray cooling of horizontal stainless steel
surfaces. For U = 15 m/s, TL was found to increase from
� 600 to �1000 K as G increased from 0.6 to 30 kg/
(m2 s), while values �100 K higher were obtained for a
drop velocity of 30 m/s. Therefore, U appeared to have a
significant independent influence on TL. The Sauter drop
diameter in these tests ranged from �0.2 	 10�3 to
�1 	 10�3 m but did not appear to play a major role. Both
the DNB temperature Tc and the critical heat flux q00c
were found to be heavily affected by the mass flow rate,
increasing from �508 K and � 0.84 	 106 W/m2 at
G = 0.6 kg/(m2 s) to �773 K and �2.8 	 106 W/m2, respec-
tively, at G = 25 kg/(m2 s).

The only studies for vertical surfaces reviewed by Bolle
and Moureau are those by Junk [14], who used fan-type
nozzles to cool stainless steel tubes, and by Müller and Jes-
char [15], who used full-cone nozzles to cool stainless steel
plates. Both studies were based on a steady-state technique
and thus could not obtain the whole heat transfer curve.
The former paper reported DNB temperatures above
420 K, critical heat fluxes above 1–2 	 106 W/m2, and
Leidenfrost temperatures below 900–1100 K. In the film
boiling region, it was found that, despite the complexity
of this heat transfer regime in which radiation plays a role,
the q00w-DT w relationship was roughly linear, with heat trans-
fer coefficients of the order of �400 to � 800 W/(m2 K)
increasing about linearly with the mass flow rate. However,
a more than linear behaviour was found in the latter paper,
with heat transfer coefficients similar to the above figures at
�1100 K but increasing with the wall temperature.

More recently, Yao and co-workers [16,17] focused their
attention on the Leidenfrost transition and on the film boil-
ing regime in the cooling of hot walls by horizontal and ver-
tical-downward water sprays. Typical values of the
hydrodynamic parameters were G � 0.3–2 kg/(m2 s),
U � 3–4 m/s and d32 � 0.5 	 10�3 m. Maximum heat fluxes
of up to 2 	 106 W/m2 were measured for wall temperatures
of 410–430 K, while the Leidenfrost point temperature was
about 530 K. The influence of spray-wall orientation and
the relative importance of conduction, convection and radi-
ation were analyzed. The influence of air flow on heat trans-
fer in pneumatic sprays was also discussed.

Ghodbane and Holman [18] conducted spray cooling
tests using Freon-113 refrigerant instead of water. This
allowed boiling at relatively low wall temperatures. Heat
transfer correlations were derived in terms of the Weber
number.

Hall and Mudawar [1] conducted measurements for spe-
cific mass flow rates G between 0.58 and 10 kg/(m2 s), mean
drop velocities U between 10 and 30 m/s, and drop diame-
ters d32 between 0.137 	 10�3 and 1.35 	 10�3 m, condi-
tions which are close to those of the present study. They
proposed correlations for the temperature and heat flux
at onset of nucleate boiling, departure from nucleate boil-
ing and point of minimum heat flux (Leidenfrost), and cor-
relations for the heat transfer coefficient h in all the regimes
covered by the investigations, i.e., single-phase, nucleate
boiling, transitional boiling and film boiling. In particular,
they found that the DNB temperature varied little with the
mass flow rate and the other spray parameters and ranged
between 470 and 520 K, while the Leidenfrost temperature
ranged between 590 and 730 K, was little sensitive to the
specific mass flow rate and to the drop diameter, and
increased weakly with the drop velocity.

With reference to the quantities that were explicitly
determined in the present study, i.e., the single-phase heat
transfer coefficient h1 and the maximum, or critical, heat
flux q00c , adopting the nomenclature of the present paper
and using the physical properties of water at the tempera-
ture and pressure indicated by the authors, the correlations
proposed by Hall and Mudawar can be expressed in SI
units as:

h1 � 1029 G0:76d�0:24
32 ð8Þ

q00c � 5:47	 105G0:604d�0:198
32 ð9Þ

Note that these do not explicitly contain the velocity of
the drops. They indicate that both h1 and q00c increase (at
different rates) mainly with the specific flow rate G and
decrease with the drop (Sauter) diameter d32.

The study by Ciofalo et al. [19] focused on single-phase
heat transfer and nucleate boiling at high specific mass flow
rates. The experimental technique was similar to that
described in the present paper (twin-spray transient cool-
ing), but the target was made of a copper–beryllium alloy
and the nozzle-target distance was fixed at 5 	 10�2 m.
Only four nozzle types and three values of the pressure
head were investigated. Values of G up to 80 kg/(m2 s) were
considered, giving wall heat fluxes in excess of 107 W/m2

and cooling rates above 1000 K/s, while the wall tempera-
ture never exceeded 573 K (far below the Leidenfrost tem-
perature expected at such high flow rates). Tentative
correlations were proposed for the single-phase heat trans-
fer coefficient and the critical heat flux.
2. Experimental method

2.1. Test rig and measurement technique

A complete description of the experimental rig and of
the measurement technique has been given by Puleo [20].



M. Ciofalo et al. / International Journal of Heat and Mass Transfer 50 (2007) 4948–4966 4953
The method involved the transient two-side symmetric
cooling of a planar target, composed of two 75 	 75 	
10�3 m slabs of high-purity (99.999%) aluminium, each
having a thickness d of 2 	 10�3 m (see Table 1). The target
was first heated to temperatures up to �750 K and then
cooled by twin sprays issuing from commercial nozzles of
various gauges. In particular, four different types of full-
cone, swirl-type spray nozzles were tested; they are manu-
factured by Spraying Systems Co. and will be indicated
in the following as SS1, SS3, SS5, SS10. The nozzles, made
of stainless steel, are identical in shape but differ in size, so
that they are characterized by different values of the mass
flow rate for a given pressure head; the number following
‘‘SS” expresses roughly the flow rate in litres per minute
for a pressure head of 106 N/m2. Distilled water at ambient
temperature was used in all tests.

The test rig is schematically represented in Fig. 2.
Besides target, data acquisition system and dedicated PC,
Fig. 2. Schematic representation of the test rig.

Table 1
Geometry and physical properties at 300 K of the Al target [23]

Side length b 0.075 m
Half thickness d 2 	 10�3 m
Density q 2702 kg m�3

Thermal conductivity k 237 W m�1 K�1

Specific heat cp 903 J kg�1 K�1

Electrical resistivity qel 26.5 	 10�9 X m

Derived quantities:

Volume V = b2s 22.5 	 10�6 m3

Mass M = qV 60.7 	 10�3 kg
Heat capacity C = Mcp 54.9 J K�1
its main components are: a pneumatic ejector, composed
of an air-filled stainless steel cylinder and a water-filled rub-
ber balloon, dimensioned for pressures up to 6.4 	 106 N/
m2; a nozzle traversing device allowing nozzle-target dis-
tances L up to 0.4 m; an induction heater; a target lifting
device, allowing the target to be moved from the heating
position between the polar expansions of the induction
heater to the cooling position between the nozzles; and a
Perspex� enclosure.

The mid-plane target temperature Tmp was measured
during the cooling stage by three thin-foil K-type thermo-
couples having a thickness of 12.7 	 10�6 m and thus a
negligible time constant. These were connected in series
to increase the voltage output, thus reducing the relative
importance of noise. The signal was recorded at a fre-
quency of 5000 s�1 by a 16-bit A/D converter and pre-
amplifier. In order to reduce random fluctuations, data
were further averaged five by five before being permanently
stored into data files, which thus contained 1000 measure-
ments per second. A physical cold junction was adopted
(melting ice in a Dewar jar) to reduce inaccuracies and
NIST thermocouple data [21] were used to convert voltage
output into temperatures.

The pneumatic ejector with separated fluids was pre-
ferred to simpler alternative methods (such as using a cen-
trifugal pump) because it provides a more uniform flow
rate during the discharge and allows the working fluid
(water) to be kept gas-free. Hand operated spherical valves
were simply used to supply water to the spray nozzles. Data
acquisition started some time (�1 s) before the opening of
these valves and the real initial instant of the cooling tran-
sient (as defined by the first drop impacts on the target’s
surface). A separate J-type thin-foil thermocouple, placed
immediately below the target at the same distance from
one of the nozzles and also connected to the data acquisi-
tion system, was used to signal this initial instant. When
appropriate (i.e., in conjunction with the inverse conduc-
tion problem method, see below), previous data, recording
only the slow cooling of the target in air, were retained in
the time series until filtering so as to avoid edge problems,
and were then discarded.

For each test, data acquisition was terminated after a
cooling time typically varying between 5 and 25 s (accord-
ing to the specific test conditions), when the mid-plane tem-
perature was practically coincident with the fluid and
ambient temperature Tf. In most cases, the significant
phase of the transient, during which the wall-fluid tempera-
ture difference dropped from the initial value of 400–450 K
to a few K, last only 1–5 s. The pneumatic ejector was
dimensioned in such a way that the volume of water ejected
during this time was a small fraction (<5%) of the total vol-
ume of the ejector. This ensured that the pressure head, and
thus the mass flow rate, decreased by less than 5% and
2.5%, respectively, during the significant phase of the cool-
ing transient. Some influence of the pressure fall on the
‘‘tail” of the temperature-time history, and thus on the val-
ues derived for the single-phase heat transfer coefficient, is
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expected only in the test cases characterized by relatively
low heat transfer rates (hence, long transients) combined
with high total flow rates (high pressure heads – larger noz-
zles). These cases correspond to the larger nozzle-target
distances, in particular L = 0.4 m.

Following each test, the volume of water in the rubber
balloon was restored by a purpose built make-up apparatus
including a high pressure hand pump and a calibrated cyl-
inder. Tests were repeated several times for each experi-
mental condition, defined by type of nozzles SS, pressure
head Dp and nozzle-target distance L. Records were dis-
carded when the quality of the data was obviously poor
due to excessive electromagnetic noise or operational
errors. A minimum of three valid tests were obtained for
each experimental condition, and the heat transfer quanti-
ties derived from the corresponding temperature-time his-
tories were then averaged to obtain the relevant values
for each experimental condition.

2.2. Induction heating

In our previous investigation [19], the target was radi-
atively heated by quartz resistors. This method allowed
only temperatures up to � 570 K to be attained, required
long heating-up times (�103 s), and caused also the sur-
rounding structures and the nozzles themselves to be
heated, thus making the temperature of the first impacting
drops uncertain.

In order to overcome the above limitations, an induction
heating technique was chosen here, which allows power to
be released rapidly and uniformly in the target’s volume
without heating the surrounding structures [22]. The heater
was built by winding 1.25 	 10�3 m diameter coated cop-
per wire around a transformer core (relative permeability
�750), 40 	 50 	 10�3 m in cross section and � 0.55 m in
developed length. A 0.01 m gap was cut to accommodate
the aluminium target. Calculations taking into account
the mutual inductance of the coils, supported by prelimin-
ary tests, led to the choice of 4 concentric coils electrically
connected in parallel, each including 217 windings (�50 m
wire length per coil).

The power supply was a Variac auto-transformer, pro-
viding a maximum current intensity of 20 A at 160 V for
a maximum total (active + reactive) power of 3.2 	 103

VA. Thermal measurements provided an estimate of
�103 W for the thermal power which was actually dissi-
pated at 300 K in the target volume of 22.5 	 10�6 m3

(power density � 44 	 106 W/m3) when the total power
provided by the source was 2 	 103 VA. Thus, the heating
efficiency was �50% at room temperature. As the temper-
ature increased, the available heating power decreased rap-
idly due to the increase of the electrical resistivity of
aluminium; an increasing fraction of it was released by
radiation to the environment; and the temperature rate of
rise was further reduced by the increase of the specific heat
[23]. However, it was still possible to heat the target to
� 720 K in �60 s.
3. Hydrodynamic characterization of the sprays

The quantities which were independently made to vary
in the cooling tests (control, or external parameters) are
the nozzle type SS (range SS1. . .SS10), the nozzle–to-target
distance L (from 0.1 to 0.4 m), and the pressure head Dp
(from 0.2 to 2 	 106 N/m2). On the other hand, on physical
grounds one may assume that the heat transfer curve and
its characteristic features (such as the critical heat flux q00c
and the single-phase heat transfer coefficient h1) depend
only on local, or internal quantities characterizing the
impact of the drops upon the hot target surface, such as
G (specific mass flow rate on the target), u (drop velocity
or velocity distribution) and d (drop diameter or diameter
distribution).

Therefore, a preliminary characterization study was
conducted in order to clarify the dependence of the latter
upon the former, i.e., to obtain the functional relations
G = G(SS,Dp,L) and similar. Other variables which might
potentially affect heat transfer, such as the water tempera-
ture and the surface finish of the target, were kept constant
during the tests; their influence will be the subject of future
studies.
3.1. Total and specific flow rate

Total and specific flow rates were easy to determine with
a good accuracy by measuring volumes collected in a given
time. Fig. 3 reports the total volumetric flow rate Q mea-
sured as a function of the pressure head for all four nozzle
types investigated. Each experimental value is an average
between the flow rates QA and QB issued from the two twin
nozzles A and B when they operated simultaneously, as in
the cooling tests. It was also checked that the difference
between QA and QB in each run was never larger than
1–2%. As shown in the figure, experimental flow rates were
well approximated by a Dp1/2 power law (solid curves).

The variation of the specific mass flow rate G at the
spray cone centreline (i.e., on the target) as a function of
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the pressure head is more complex, due to the fact that a
change in Dp affects not only the total flow rate (see above),
but also the spray cone aperture and angular distribution.
Results are summarized in Fig. 4 as measured by collecting
the water through a circular aperture, 5 	 10�2 m in diam-
eter, similar in area to the active region of the target. At
low pressure heads G does not significantly change or even
decreases slightly (nozzle SS1) with Dp, indicating that the
increase in Q is accompanied by a considerable spreading
of the spray cone, as confirmed by visual observations.
On the other hand, at high pressure heads G increases more
rapidly than Dp1/2, indicating that higher values of Dp lead
to a greater concentration near the spray centreline. This
non-monotonic behaviour of the spray cone aperture with
the pressure head is coherent with the manufacturer’s data
on the cone angle at different pressure heads.
3.2. Drop size

The experimental assessment of drop size and velocity
distributions for different nozzles and pressure heads was
more difficult. Only approximate results could be obtained,
which, however, is acceptable because these quantities play
only a secondary role in heat transfer as compared with
that of the specific mass flow rate.

The numerical density of drops and their size distribution
were estimated by an impact method [20]. Impact pits, or
spots, were created by the drops in a thin (2–3 	 10�3 m)
layer of foam deposited on a flat surface, which was exposed
to the spray for a short time interval # (typically, 1/160 s) in
order to keep the number of impacts suitably low. A grav-
ity-driven curtain shutter was used to this purpose.

Unfortunately, the drop size distribution at impact
depends on L via the braking effects discussed in Section
1.2, which reduce the numerical flux of smaller drops on
the target; therefore, a complete characterization should
be repeated for each of the distances L used in the cooling
tests. However, as Fig. 1 shows, these effects are significant
only for drops of diameter less than 3 	 10�4 m, which are
those that contribute less to mass flow rate and heat trans-
fer. Therefore, the diameter characterization was per-
formed only for an intermediate nozzle-target distance
(L = 0.2 m) and the values thus determined for the median
volume diameter were assumed to hold also at smaller or
larger distances.

The resulting spot pattern was photographically
recorded by a 6 Mpixel digital camera and then digitally
processed by commercial image-processing software. The
central portion of the image, corresponding to a rectangle
having sides of 5 	 10�2 and 3 	 10�2 m, was selected for
processing. It was converted into a binary (i.e., pure black
and white) image by setting a lightness threshold LT and
was stored in pgm (portable gray map) numerical format.
The pgm file was then processed by a purpose written For-
tran� program which identified individual spots, evaluated
their areas Ak and equivalent diameters Dk = (4Ak/p)1/2,
and built the corresponding size distribution. This was
finally corrected in order to account for the difference
between drop size and impact spot size by using the inde-
pendently measured values of the mass flow rate G for
the same combination (SS,Dp,L). For this correction, pro-
portionality was assumed (for a given drop speed) between
the equivalent diameter Dk of an impact spot and the diam-
eter dk of the drop causing it. The proportionality factor
was thus determined from:

Dk

dk
¼ q

P
kpD3

k=6

GS#

� �1
3

ð10Þ

in which S is the surface area where impacts spots were
counted (15 	 10�4 m2), # is the time during which this sur-
face was exposed to the spray (1/160 s), and the summation
is extended to all the impact spots identified by the above
described digital image processing procedure. Values of
�2–3 were typically obtained for Dk/dk from Eq. (10).

Each size distribution obtained by this technique was well
approximated by a log-normal law, in accordance with liter-
ature results for sprays and other dispersions, and was little
affected by the value chosen for the lightness threshold LT.

The parameter MVD was used in this study as the char-
acteristic diameter of the drops, since it is less sensitive than
d32 to the exact details of the size distribution. The values
measured by the above technique are reported in Fig. 5
as functions of Dp for all four nozzles. It can be observed
that, for each nozzle, MVD decreases sharply as Dp rises
from 0.2 to 0.5 	 106 N/m2, but much less markedly for
further increments of Dp. For comparison purposes, data
from the manufacturer’s data sheets are also reported.
The results are in rough agreement with those provided
by the manufacturer up to 0.8 	 106 N/m2, but extend
the data far beyond this limit.
3.3. Drop velocity

The drop velocity was determined by a photographic
method, basically as in [19]. The spray issuing horizontally
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from a single nozzle was illuminated from above by a light
sheet, produced by a 500 W linear-bulb light source pro-
vided with an optical collimator (Pyrex� cylindrical lens
and thin slit), and was photographed by a 6-Mpixel digital
camera using shutter speeds between 1/1000 s and 1/250 s,
according to the expected mean velocity, so as to obtain
tracks between �0.05 and �0.10 m in real length. The
image area was limited to within 0.1–0.2 m from the nozzle
so as to reduce the component of the velocity dispersion
which depends on the different drag deceleration
experienced by drops of different size, see Section 1.2. A
small amount of titanium dioxide powder was added to
the water in order to make the tracks more easy to record
photographically.

The resulting images were digitally enhanced by com-
mercial image processing software in order to correct for
the divergence of drop trajectories, increase contrast and
reduce noise. In order to improve statistics, several such
images were analyzed for each nozzle-Dp combination.
Finally, the length of tracks was trivially converted into a
velocity value since shutter speed, picture resolution and
apparatus geometry were known. The result were histo-
grams of velocity distribution which exhibited a roughly
Gaussian behaviour; the corresponding modal value U

was adopted as mean drop velocity for each nozzle and Dp.
The overall dependence of drop velocity on pressure

head for all nozzle types is reported in Fig. 6. The solid line
corresponds to the ideal law Uid = (2Dp/q)1/2, i.e., to a
100% efficiency in the conversion of pressure into kinetic
energy, while the broken line is a best fit of all available
data. Needless to say, the above results are heavily affected
by experimental uncertainties and can only be regarded as
crude estimates of the drop speed, necessary to provide the
internal variable U to be used in the heat transfer
correlations.
4. Processing of temperature-time histories

The mid-plane temperature-time history during a hypo-
thetical cooling test and the corresponding wall heat flux
and wall temperature are schematically represented in
Fig. 7a. The corresponding wall temperature–wall heat flux
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relationship (Nukiyama curve) is shown in Fig. 7b. The
data in Fig. 7 are arbitrary, and, for the sake of clarity,
the transient is supposed to start from a sufficiently high
temperature so that the Nukiyama curve exhibits all the
possible features associated with different heat transfer
regimes, including Leidenfrost point and film boiling heat
transfer.

For vanishing Biot numbers Bi = hd/kAl, the mid-plane
and wall temperatures Tmp, Tw would coincide and a
lumped parameter approach might be used. The wall heat
flux q00w would be proportional to (minus) the time deriva-
tive of Tmp, making the derivation of the various curves
in Fig. 7 from the only one that is experimentally accessi-
ble, i.e., Tmp(t), a trivial task.

For finite Bi, however, a more complex analysis is
required; different ways of deriving the Nukiyama curve
from experimental Tmp(t) data will be discussed in detail
in this Section.
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4.1. First approach: solution of an inverse transient

conduction problem

Once the thermal history Tmp(t) at the target mid-plane
during the rapid cooling stage has been recorded, an
inverse heat conduction problem can be solved to compute
wall temperature Tw and wall heat flux q00w as functions of
time. The choice of cooling the target by twin, opposite
spray nozzles allows one to assume symmetry conditions
throughout the transient, thus simplifying the mathemati-
cal treatment of the problem and making the thermal resis-
tance between aluminium plates and thermocouples of little
relevance since oT/ox = 0 in the mid-plane.

The inverse problem, like its direct counterpart, is gov-
erned by the one-dimensional (slab) transient heat conduc-
tion equation:

qcp
oT
ot
¼ o

ox
k
oT
ox

ð11Þ

in which x is the co-ordinate orthogonal to the slab and
centred in its mid-plane; the subscript Al for aluminium
was omitted in Eq. (11) since there is no ambiguity. How-
ever, in the inverse problem the initial condition T(x, 0)
and the inner solution Tmp(t) = T(0,t) are known, and
one has to determine the time dependent wall temperature
Tw(t) = T(d, t) and wall heat flux q00wðtÞ ¼ �kðoT=oxÞx¼d,
whereas in the direct problem the initial condition and a
boundary condition of the mixed (Cauchy) type are known,
and one has to determine the time dependent temperature
profile T(x, t).

Under the simplifying assumptions of uniform initial
temperature distribution T(x, 0) = T0 and constant physi-
cal properties of the slab (aluminium), an analytical solu-
tion to the above inverse problem was obtained by Stefan
[24]. For the present symmetric configuration, it can be
written as:
T w ¼ T mpðtÞ þ
1

2
s

dT mp

dt
þ 1

24
s2 d2T mp

dt2
þ . . . ð12Þ

q00w ¼ �
k
d

s
dT mp

dt
þ 1

6
s2 d2T mp

dt2
þ . . .

� �
ð13Þ

in which s = d2/a is the conductive time constant of the
slab, a = k/(qcp) being the thermal diffusivity of the solid.
The assumption of uniform initial temperature is well sat-
isfied in the present tests. Further terms in the above series
can be neglected with very little error.

The measured mid-plane temperature Tmp(t) was inevi-
tably affected by a variable amount of noise and irregular-
ity, as shown by the symbols in Fig. 8 (which reports a
short data sample from a test conducted with nozzle
SS10, Dp = 0.2 	 106 N/m2 and L = 0.2 m). A first compo-
nent of this, clearly recognizable in the figure, was due to
electromagnetic interference by the 50 Hz grid frequency,
and its entity exhibited the notorious unpredictable behav-
iour despite the efforts made to insulate target, thermocou-
ples and wiring. A second component was due to the
‘‘granular” nature of the spray impact phenomenon; this
was particularly significant at the lowest pressures and
highest nozzle-target distances, when the number of drops
hitting the target per unit time and unit area became rela-
tively low.

As a consequence of the above irregularities, a prelimin-
ary filtering of the raw signal was found to be necessary
before the derivatives in Eqs. (12) and (13) were numeri-
cally evaluated. Different alternative filters were tested
and compared; the lines in Fig. 8 show the results of Gauss-
ian filters having two different (half) widths of 5 and 20 	
10�3 s. In most cases, a half-width of 20 	 10�3 s was cho-
sen as the best compromise between regularizing the data
and preserving physically relevant information.

The mid-plane filtered temperature-time histories Tmp(t)
are reported in Fig. 9a for three experimental conditions



Fig. 10. Repeatability of the results: heat transfer curves obtained by the
inverse analysis method in three different tests for nozzle SS3,
Dp = 0.2 	 106 N/m2, L = 0.3 m.
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corresponding to nozzle SS3, Dp = 0.2 	 106 N/m2 and
three values of the nozzle-target distance L (0.1, 0.2 and
0.3 m). Only the first 10 s of the transients are shown; the
target attained practical thermal equilibrium with the fluid
after a time varying between 5 and 20 s according to the
value of L. As expected, smaller distances yielded faster
cooling transients; cooling rates up to 1500 K/s were
observed between �600 and �500 K for L = 0.1 m. Note
that the increase of L causes mainly a decrease in G without
directly affecting U and MVD (although minor differences
may arise from the braking and filtering effects discussed in
Section 1.2).

By reporting q00w(t) as a function of Tw(t), the Nukiyama
curves reported in Fig. 9b are obtained. These show that
the critical heat flux increases from �1 	 106 W/m2 at
0.3 m to �4.5 	 106 W/m2 at 0.1 m, while the DNB tem-
perature Tc at which it is attained varies little and is
�520 K at all distances. The single-phase heat transfer
coefficient, estimated as indicated in Fig. 7b, varies between
�1500 W/(m2 K) at 0.3 m to �8500 W/(m2 K) at 0.1 m.
Some indications of the presence of a Leidenfrost transi-
tion (at �720 K) are exhibited only by the curves obtained
for the larger distances, but not by the curve for L = 0.1 m.
This suggests that, under the corresponding test conditions,
the Leidenfrost temperature TL is above the maximum wall
temperature attained in the tests (�750 K).

For the case at L = 0.1 m, significant differences (up to
�30 K) are observed between Tmp and Tw. This is coherent
with the fact that for this case the maximum Biot number,
computed as ðq00c=ðT c � T fÞÞ 	 d=k, is �0.16, a relatively
high value for which the lumped parameter approach is
not justified. Smaller, but still significant, differences exist
for the cases characterized by a slower cooling.

The degree of repeatability typically exhibited by the
results is illustrated in Fig. 10, which reports the boiling
curves obtained in three different tests for nozzle SS3,
Dp = 0.2 	 106 N/m2 and L = 0.3 m. For these latter tests,
characterized by a low numerical rate of drops impinging
the target, statistical fluctuations in the temperature data
are not sufficiently removed by the Gaussian filter even
by using a half width a of 0.1 s, and cause the curves to
exhibit considerable irregularities. Under these conditions,
the repeatability of the results can be asserted only in a sta-
tistical sense, and the derivation of important heat transfer
parameters such as the single-phase heat transfer coefficient
h1 and the critical heat flux q00c , from the irregular boiling
curves involves some considerable amount of subjective
judgment.

4.2. Second approach: solution of a direct transient

conduction problem and optimization of the boiling curve

parameters

An alternative approach relies on the observation that,
if the boiling curve were known in the form of a functional
relationship between the wall heat flux and the wall
temperature,

q00w ¼ f ðT wÞ ð14Þ

then the whole transient solution T(x, t) – and, in particu-
lar, the mid-plane temperature Tmp(t) = T(0, t) – might
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be computed by solving the transient heat conduction Eq.
(11) with the known initial condition of uniform tempera-
ture T0.

For an arbitrary choice of the functional dependence f in
Eq. (14), the computed mid-plane temperature, say T 
mp(t),
will differ from its experimental counterpart Tmp(t); the dis-
crepancy can be measured, for example, by the root mean
square error E:

E ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

n� 1

Xn

k¼1

T mpðtkÞ � T 
mp tkð Þ
h i2

s
ð15Þ

in which tk is the time of the generic kth measurement and n
is the total number of experimental points. Now, the ‘‘true”

boiling curve can be determined, in principle, by solving a
variational problem: find the function f that minimizes the
functional E.

In order practically to solve the above problem, the
form of the functional dependence f has to be prescribed
by a finite (and, possibly, small) number m of parameters
cj so that E becomes a function of c1 . . .cm and the problem
is reduced to that of finding the minimum of the function
E(c1 . . .cm). Different parametrical descriptions of the boil-
ing curve were tested; in the end, that represented in Fig. 11
was chosen as a compromise between generality and
simplicity.

It assumes that, for low wall temperatures, heat transfer
is governed by Newton’s law with a single-phase (liquid)
heat transfer coefficient h1, whereas post-critical heat trans-
fer is governed by a similar law with a lower single-phase
(vapor) coefficient h2. The intermediate region (nucleate
and transitional boiling) is described by a fifth-order poly-
nomial b0 þ b1T w þ b2T 2

w þ b3T 3
w þ b4T 4

w þ b5T 5
w which

exhibits a maximum q00c (critical heat flux) at a wall temper-
ature Tc. Coincidence in value and derivative between the
polynomial and the two straight lines is imposed at points
1 and 2.

The resulting curve (thick line in Fig. 11) is uniquely
described by the six parameters ci ¼ ðT 1; h1; T 2; h2; T c; q00c Þ.
The coefficients bk are computed from these by imposing
value and derivative of q00w at points 1, 2, c. Note that point
2 is close to, but not strictly coincident with, the Leiden-
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Fig. 11. Parameterization of the boiling curve.
frost point as it is usually defined (relative minimum of
the boiling curve).

For each set of parameters, the direct transient heat con-
duction problem described by Eq. (11) with the boundary
condition q00w ¼ �kðoT=oxÞx¼d ¼ f ½T ðd; tÞ� and initial condi-
tion T(x,0) = T0 was solved by a simple finite difference
method with explicit time stepping. Details are standard
and will not be reported here. A sensitivity study was con-
ducted by comparing the results with the analytical slab
solution [25] for the simple case of constant physical prop-
erties and constant h, when the boundary condition reduces
to the Cauchy one q00w ¼ �kðoT=oxÞx¼dh½T ðd; tÞ � T f �. This
showed that using 20 grid nodes along x (Dx = d/20) and
a time step Dt of 5 	 10�5 s (satisfying the diffusive stability
criterion Dt < Dx2/a) provided sufficient grid- and time
step-independence for the present purposes.

In solving the direct problem, no simplifying assumption
was made concerning the relevant physical properties of
aluminium (in particular, thermal conductivity k and ther-
mal diffusivity a), which were allowed to vary with the tem-
perature [22]. Comparative simulations showed that the
variation of the physical properties does have a significant
influence on the cooling transients. Therefore, the possibil-
ity of taking full account of variable physical properties is a
clear advantage of the ‘‘direct” method on the ‘‘inverse”

one discussed in above.
In order to solve the minimum (optimization) problem

discussed above, several alternative algorithms were imple-
mented and tested [26]. They all amount to moving the
point P representative of the Nukiyama curve stepwise in
the six-dimensional space of the parameters cj by some
strategy until a minimum of the error E is obtained. For
example, in the Conjugate Gradient (CG) method, at each
step the six partial derivatives are numerically evaluated by
giving each variable a small variation in both directions,
and the direction of the gradient $E is determined. The
point P of co-ordinates cj in parameter space is then moved
in steps along the direction opposite to the gradient until
no further reduction is observed. $E is now re-computed
and a new cycle begins. The step size is reduced as the com-
putation progresses. The method is fast in its initial stages,
but, due to the numerical approximations involved in the
computation of E and of its derivatives, fails in the proxim-
ity of the minimum, when these latter become very small.
Therefore, it was implemented in a modified form in which,
when a displacement in the direction opposite to the com-
puted gradient yields no reduction in E, it is replaced by a
random jump using a pseudo-random number generator.

The boiling curve predicted by the direct method with
the CG algorithm for the case of nozzle SS3, Dp = 0.2 	
106 N/m2, L = 0.3 m, test 1 is compared in Fig. 12a with
that obtained by using the inverse technique (also reported
in Fig. 10). It can be observed that the main features, such
as the maximum heat flux and the slope in the single-phase
region, are roughly equivalent, but, of course, only the
direct method yields a smooth curve. Note that it also pre-
dicts the existence of a heat transfer minimum (Leidenfrost



Fig. 12. Results of the optimization technique for case SS3,
Dp = 0.2 	 106 N/m2, L = 0.3 m. (a) Comparison between boiling curves
obtained for test 1 using the inverse method (INV) and the direct method
with the CG optimization algorithm. (b) Boiling curves obtained by the
direct method for tests 1, 2 and 3.
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point) at Tw � 700 K, not shown by the inverse technique.
Since this temperature is close to the maximum tempera-
ture attained in the test (�720 K), the Leidenfrost point
can only be inferred from the optimization process but
can not be regarded as direct experimental evidence.

For the same experimental conditions, Fig. 12b com-
pares the boiling curves obtained by processing the data
from tests 1, 2 and 3 by the E-minimization method and
the CG algorithm. It should be compared with Fig. 10: here
the three curves are basically identical, whereas those in
Fig. 10, obtained by the inverse technique, exhibit obvious
and irregular differences.

4.3. Comparison of the inverse and direct methods

Each of the two methods described above for deriving
the Nukiyama curve from ‘‘raw” temperature data has its
own merits and demerits. The advantages of the ‘‘direct”
method over the ‘‘inverse” one can be summarized as
follows:
� It relies much less on the regularity of the experimental
data: no filtering is required, temperature-time histories
affected by significant, but localized, lacks or discontinu-
ities can be effectively processed, and repeated tests con-
ducted under the same experimental conditions result in
basically identical boiling curves.
� It allows the objective (human-independent) quantita-

tive assessment of relevant features of the boiling curves,
such as the single-phase heat transfer coefficient h1 and
the maximum, or critical, heat flux q00c .
� It takes full account of the temperature dependence of

the physical properties of the target.

On the other hand, the ‘‘inverse” method presents its
own points of strength:

� No ‘‘a priori” shape of the boiling curve has to be
assumed, which allows for a greater flexibility of appli-
cation. In particular, the method can be extended to
the processing of data obtained under different cooling
conditions, when the physics of the phenomenon may
not be known in advance.
� The numerical processing required – including data fil-

tering – is relatively simple, and was actually imple-
mented in a spreadsheet in the present work.

In the end, the choice of the method to be adopted will
depend on the quality of the available data and on the
degree to which the physics of the phenomenon under
investigation are known in advance. In the following Sec-
tion, only results obtained by the direct method will be con-
sidered since quantitative correlations, exempt from
subjective bias, will be sought.

5. Results and proposed correlations

5.1. Summary of the experimental results

Table 2 summarizes the 64 operating conditions for
which cooling tests were conducted and the most relevant
of the corresponding results.

The experimental conditions are indicated in columns 2
to 4 and include all combinations of the following values of
the external (control) parameters SS, Dp, L:

� nozzle type SS = SS1–SS3–SS5–SS10;
� pressure head Dp = 0.2–0.5–1–2 	 106 N/m2;
� nozzle-target distance L = 0.1–0.2–0.3–0.4 m.

For each experimental condition, the internal (local)
parameters G, MVD, U, as determined by the methods dis-
cussed in Section 3, are indicated in columns 5–7; they var-
ied in the following range:

� specific mass flow rate G = 0.33–32.7 kg/(m2 s);
� median volume diameter MVD = 0.37–2.25 	 10�3 m;
� modal velocity U = 17.2–49.6 m/s.



Table 2
Summary of test cases and results obtained in the present work

Case Nozzle Dp, 106 N/m2 L, m G, kg/(m2 s) MVD, 10�3 m U, m/s h1, W/(m2 K) qc, 106 W/m2

1 SS1 0.2 0.1 2.15 0.9 17.2 2902 2.370
2 SS1 0.2 0.2 0.85 0.9 17.2 2035 1.711
3 SS1 0.2 0.3 0.44 0.9 17.2 1499 1.101
4 SS1 0.2 0.4 0.33 0.9 17.2 1045 0.510
5 SS1 0.5 0.1 2.51 0.639 26.2 4985 2.971
6 SS1 0.5 0.2 0.87 0.639 26.2 2315 1.778
7 SS1 0.5 0.3 0.45 0.639 26.2 1305 1.103
8 SS1 0.5 0.4 0.33 0.639 26.2 1053 0.676
9 SS1 1 0.1 3.55 0.437 36.1 6345 3.196

10 SS1 1 0.2 1.23 0.437 36.1 3860 2.729
11 SS1 1 0.3 0.62 0.437 36.1 2843 1.279
12 SS1 1 0.4 0.44 0.437 36.1 2000 1.237
13 SS1 2 0.1 5.2 0.37 49.6 10,102 4.918
14 SS1 2 0.2 1.84 0.37 49.6 4906 3.158
15 SS1 2 0.3 1.03 0.37 49.6 3355 2.006
16 SS1 2 0.4 0.72 0.37 49.6 2200 1.500
17 SS3 0.2 0.1 3.6 1.38 17.2 6406 3.424
18 SS3 0.2 0.2 1.1 1.38 17.2 2824 2.118
19 SS3 0.2 0.3 0.7 1.38 17.2 1590 1.128
20 SS3 0.2 0.4 0.45 1.38 17.2 1093 0.687
21 SS3 0.5 0.1 4.72 0.781 26.2 9095 3.300
22 SS3 0.5 0.2 1.71 0.781 26.2 4101 2.607
23 SS3 0.5 0.3 1 0.781 26.2 2735 1.860
24 SS3 0.5 0.4 0.61 0.781 26.2 1405 1.101
25 SS3 1 0.1 6.66 0.499 36.1 11,759 3.958
26 SS3 1 0.2 2.25 0.499 36.1 4556 2.591
27 SS3 1 0.3 1.25 0.499 36.1 2998 1.973
28 SS3 1 0.4 0.91 0.499 36.1 2658 1.425
29 SS3 2 0.1 9.6 0.4 49.6 14,622 6.607
30 SS3 2 0.2 3.3 0.4 49.6 7933 4.045
31 SS3 2 0.3 2.01 0.4 49.6 6184 3.168
32 SS3 2 0.4 1.51 0.4 49.6 4820 2.353
33 SS5 0.2 0.1 5.79 1.72 17.2 10,435 4.995
34 SS5 0.2 0.2 2.15 1.72 17.2 4528 2.913
35 SS5 0.2 0.3 1.24 1.72 17.2 2071 1.799
36 SS5 0.2 0.4 0.82 1.72 17.2 1090 1.200
37 SS5 0.5 0.1 7.96 1.02 26.2 11,260 4.593
38 SS5 0.5 0.2 2.89 1.02 26.2 6578 3.330
39 SS5 0.5 0.3 1.57 1.02 26.2 3800 2.200
40 SS5 0.5 0.4 1 1.02 26.2 2400 1.650
41 SS5 1 0.1 10.66 0.618 36.1 12,506 6.731
42 SS5 1 0.2 3.43 0.618 36.1 7327 3.648
43 SS5 1 0.3 1.86 0.618 36.1 5933 2.831
44 SS5 1 0.4 1.23 0.618 36.1 3823 2.208
45 SS5 2 0.1 16.53 0.52 49.6 20,483 8.680
46 SS5 2 0.2 5.22 0.52 49.6 10,388 4.892
47 SS5 2 0.3 3.01 0.52 49.6 8406 3.755
48 SS5 2 0.4 2.11 0.52 49.6 6435 3.086
49 SS10 0.2 0.1 9.16 2.25 17.2 8682 6.081
50 SS10 0.2 0.2 3.48 2.25 17.2 5342 2.674
51 SS10 0.2 0.3 1.96 2.25 17.2 2789 1.588
52 SS10 0.2 0.4 1.21 2.25 17.2 1350 1.200
53 SS10 0.5 0.1 13.75 1.35 26.2 19,024 9.000
54 SS10 0.5 0.2 4.53 1.35 26.2 8862 4.556
55 SS10 0.5 0.3 2.47 1.35 26.2 4503 2.530
56 SS10 0.5 0.4 1.57 1.35 26.2 2507 1.800
57 SS10 1 0.1 20.88 0.826 36.1 30,320 10.500
58 SS10 1 0.2 6.01 0.826 36.1 12,195 5.624
59 SS10 1 0.3 3.05 0.826 36.1 6048 3.530
60 SS10 1 0.4 2.14 0.826 36.1 3902 2.520
61 SS10 2 0.1 32.72 0.685 49.6 27,720 11.270
62 SS10 2 0.2 9.41 0.685 49.6 15,260 7.135
63 SS10 2 0.3 5.57 0.685 49.6 9597 5.564
64 SS10 2 0.4 3.52 0.685 49.6 6501 4.200
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Table 3
Summary of test cases and results obtained in previous work (Ciofalo et al. 1999)

Case Nozzle Dp, 106 N/m2 L, m G, kg/(m2 s) MVD, 10�3 m U, m/s h1, W/(m2 K) qc, 106 W/m2

65 TG1 0.2 0.05 9 0.96 12.7 13,000 4.600
66 TG1 0.4 0.05 10 0.71 19.5 20,000 7.050
67 TG1 0.8 0.05 12 0.45 26.0 30,000 9.400
68 TG2 0.2 0.05 20.5 1.39 13.9 25,000 7.050
69 TG2 0.4 0.05 24.5 1.04 19.0 39,000 8.500
70 TG2 0.8 0.05 30 0.64 28.2 55,000 9.400
71 TG5 0.2 0.05 27.5 1.79 12.6 31,000 5.950
72 TG5 0.4 0.05 34.5 1.39 19.0 50,000 8.050
73 TG5 0.8 0.05 44.5 0.88 26.1 80,000 10.850
74 TG10 0.2 0.05 49 2.27 12.6 50,000 10.000
75 TG10 0.4 0.05 59 1.75 18.5 76,000 10.950
76 TG10 0.8 0.05 81.5 1.12 24.0 121,000 12.000
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Fig. 13. Single-phase heat transfer coefficient h1 as a function of the
specific mass flow rate G. (a) Results reported by series differing in nozzle
(SS) and Dp. (b) Results compared with one-parameter and three-
parameter best-fit power law correlations. Results by Hall and Mudawar
[1] are also shown.
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As mentioned above, for each condition a minimum of
three valid tests were conducted, and the corresponding
values of h1 and q00c were averaged. Therefore, the present
data required 192 valid individual cooling tests. Results
are reported in columns 8 and 9; they are all based on
the ‘‘direct” (minimum search) approach discussed in Sec-
tion 4.2, i.e., they represent optimum values of two of the
six parameters that characterize the parameterized Nukiy-
ama curve in Fig. 11. The remaining parameters, i.e. the
single phase – boiling transition temperature T1, the
DNB temperature Tc, and the quantities T2, h2 characteriz-
ing the (hypothetical) Leidenfrost point exhibited a ran-
dom variability, correlated poorly with the ‘‘internal”
spray variables and are not reported in the present study.

For comparison purposes, Table 3 reports the same
above quantities for the tests conducted in the previous
study [19]. As mentioned earlier, they were characterized
by a fixed nozzle-target distance of 5 	 10�2 m, pressure
heads in the range 0.2–0.8 	 106 N/m2, and 4 types of noz-
zles (TG1–TG2–TG5–TG10) similar, but not identical, to
those utilized in the present study.

It should be observed that, although most data correla-
tion studies make ample use of dimensionless numbers, this
method was not followed here. In fact, the authors feel
that, in experiences conducted for a single working fluid
(water); for a practically constant initial temperature Tf

(which was �296 K in all tests); for a single hot wall com-
position and surface finish; and for a narrow range of some
of the other parameters, such as the drop speed (which var-
ied only between 17 and 50 m/s), the use of dimensionless
groups such as We or Re would contribute little to the gen-
erality of the results and might even be misleading, convey-
ing the impression of a universality which would not really
be there.

5.2. Correlation of the single-phase heat transfer coefficient,

h1

Fig. 13 reports the single-phase heat transfer coefficient
h1, defined as parameter c2 in the ‘‘direct” minimum search
(optimization) approach of Section 4.2, for cases 1–64 as a
function of the specific mass flow rate G. Results from the
previous study [19] are also reported for comparison pur-
poses. For clarity purposes, the figure was split into two
graphs as discussed here below.

In Fig. 13a, the present results are grouped by series, dif-
fering by nozzle type (SS) and pressure head (Dp). Within
each series, data points are connected by a line and differ
only by the nozzle-target distance L, which affects mainly
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shown.
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the specific mass flow rate G while its effect on MVD and U

are small and indirect (and, however, were not taken into
account in the hydrodynamic characterization study). It
can be observed that the different data series fall within a
relatively narrow dispersion band and do not exhibit any
obvious discontinuity, which suggests that the influence
of the parameters depending on nozzle type and pressure
head, MVD and U, is only secondary with respect to the
dependence upon G.

In Fig. 13b, the present results are shown as scattered
data points (solid triangles) and are compared with differ-
ent correlations. Results from [19] are also reported (hol-
low traingles), but were not used in the derivation of
best-fit correlations discussed below; it should be observed
that, unlike the present ones, they were estimated manually
from Nukiyama curves derived by the ‘‘inverse” approach
described in Section 4.1.

The present data are fairly well approximated by a least-
squares best-fit power law which correlates them with the
specific mass flow rate G alone, and is reported on the
graph as a broken line:

h1 ¼ 2925	 G0:687 ð16Þ
in which h1 is expressed in W/(m2 K) and G in kg/(m2 s).
The rms error of Eq. (16), as computed over the present
64 experimental points, is �1523 W/(m2 K). It can be seen
that also the data from [19] are not far from following the
same power law, although, as was observed above, they
were not taken into account in deriving it.

A more complete analysis, correlating h1 with all three
variables (G,U,MVD) which were assumed to affect heat
transfer in this study, yields the following least squares best
fit:

h1 ¼ 1015G0:647U 0:206MVD�0:056 ð17Þ
(U in m/s, MVD in m), with a rms error of �1489 W/
(m2 K). Thus, taking also the residual dependence of h1

on drop velocity and diameter into account does not signif-
icantly improve the quality of the correlation, yields low
power law exponents for U and MVD, and affects only
slightly the exponent in the power law dependence upon
G, as compared with the univariate correlation (18). The
diameter dependence, in particular, is well within the range
of the experimental uncertainties and does not possess a
reliable physical significance. Eq. (17) is also reported in
Fig. 13b, where it translates into a scatter band rather than
into a single line due to the dependence on U and MVD,
which are not represented in the graph.

Predictions obtained by applying the Hall and Mudawar
[1] correlation for h1, Eq. (8), to the present values of G and
MVD are also reported in Fig. 13b for comparison pur-
poses (hollow circles) in the validity range G = 0.58–
10 kg/(m2 s) of their study. The assumption d32 = 0.8
MVD was used. The correlation by Hall and Mudawar
gives a large and systematic overprediction (by a factor
of �2) with respect to the present results. A possible expla-
nation for, at least, part of this discrepancy is that the sin-
gle-phase heat transfer coefficient measured by Hall and
Mudawar was an average in the single-phase convection
range, while the quantity h1 as defined here is rather the
angular coefficient of the ‘‘best” straight line fitting the
Nukiyama curve in some low Tw range. A further discrep-
ancy is that, unlike the present experimental results and Eq.
(17), the Hall and Mudawar correlation does not contain
any explicit dependence of h1 on the drop velocity, while
expressing a significant dependence on the drop diameter.
5.3. Correlation of the critical heat flux, q00c

Fig. 14 reports the critical heat flux q00c , defined as
parameter c6 in the ‘‘direct” minimum search (optimiza-
tion) approach of Section 4.2, for cases 1–64 as a function
of the specific mass flow rate G. As in the case of h1, results
from the previous study are also reported for comparison
purposes. For clarity purposes, the figure is split into two
different graphs as the previous one.

In Fig. 14a, the present results are grouped by series, dif-
fering by nozzle type (SS) and pressure head (Dp). Within
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each series, data points are connected by a line and differ
only by the nozzle-target distance L, which can be sup-
posed to affect only the specific mass flow rate G but not
MVD and U. As in the case of the single-phase heat trans-
fer coefficient, the different data series fall within a rela-
tively narrow dispersion band and do not exhibit any
obvious discontinuity, suggesting that the influence of the
parameters depending on nozzle type and pressure head,
MVD and U, is secondary with respect to the dependence
upon G.

In Fig. 14b, the present results are reported together as
scattered solid triangles and are compared with various
correlations and limit lines. Data from the 1999 study are
also shown (hollow triangles), but were not used in the fol-
lowing data correlation. The present data exhibit a clear
change of slope in the proximity of G = 0.5 kg/(m2 s),
which is well explained by taking account of the maximum
heat flux that can be removed under steady-state conditions
from the hot wall:

q00max ¼ ½cpðT sat � T fÞ þ J fg�G ð18Þ

in which Tsat = 373.15 K in all the present tests. Eq. (18) is
represented in Fig. 14b by a dash-dot line; it is clear that, at
low G, the maximum flux is closely approached by some of
the experimental points, whereas, at larger G, the results
follow a different trend.

This observation suggests that a power-law correlation
can be sought only for those results which fall sufficiently
far from the maximum heat flux line, i.e., in the present
case, for the specific mass flow rate range G > 0.5 kg/
(m2 s). In this region, the present results are fairly well
approximated by the univariate best-fit power law
correlation:

q00c ¼ 1:759	 106G0:567 ð19Þ

with a rms error, computed over the present experimental
points for which G > 0.5 kg/(m2 s), of 5.43 	 105 W/m2.
Eq. (19) is represented in Fig. 14b by a broken line. The
data from [19] tend to fall below this correlation line.

A more complete analysis, correlating q00c with all three
parameters which were assumed to affect heat transfer in
this study, yielded the following least squares best-fit power
law:

q00c ¼ 0:719	 106G0:539U 0:027MVD�0:119 ð20Þ

(U in m/s, MVD in m), with a rms error of 5.40 	 105 W/
(m2 K). Thus, as in the case of the single phase heat trans-
fer coefficient discussed above, taking the dependence of q00c
on drop velocity and diameter into account does not signif-
icantly improve the quality of the best fit, yields small
power law exponents for U and MVD, and does not signif-
icantly affect the exponent in the power law dependence
upon G with respect to the univariate correlation (19).
The velocity dependence, in particular, is well within the
range of the experimental uncertainties and probably does
not have any physical significance. Eq. (20) is also reported
in Fig. 14b, where it translates into a scatter band rather
than into a single line due to the dependence on U and
MVD.

Finally, predictions obtained by applying the Hall and
Mudawar [1] correlation for q00c , Eq. (9), to the present val-
ues of G and MVD are also reported in Fig. 14b for com-
parison purposes (hollow circles) in the validity range
G = 0.58–10 kg/(m2 s) of their study. Eq. (9) was applied
using the assumption d32 = 0.8 MVD. It gives a fair agree-
ment with the present results, with a moderate overpredic-
tion of q00c ; as compared with Eq. (20), it predicts a slightly
higher exponent for G (0.604 instead of 0.537) and a
slightly stronger dependence on MVD (exponent �0.198
instead of �0.120), while it basically agrees with the present
results in predicting the absence of an independent effect of
the drop velocity U (exponent 0 instead of 0.027). On the
basis of Fig. 14b, it can be argued that the power laws
obtained for G < 10 kg/(m2 s) can not be extrapolated to
higher specific mass flow rates, for which a lower exponent
seems to be more adequate. This reflects the fact that the
efficiency by which heat is removed from the hot wall in
the nucleate boiling regime falls as the mass flow rate
increases, probably in correspondence with an increased
bouncing of the drops and/or of the liquid film formed
on the surface.

Correlations (19) or (20) should be used only as far as
they yield values of q00c smaller than the maximum heat flux
q00max in Eq. (18). This latter should be used in all other
cases, although more as a limiting line than as a predictive
law. Note that, in principle, in transient cooling tests the
heat flux may even exceed q00max when transition from film
to wetting (nucleate) boiling occurs and the water layer
adhering to the target during the film boiling phase is
abruptly vaporized.

An interesting implication of the different power laws by
which the critical heat flux q00c and the single-phase heat
transfer coefficient h1 vary with G is that, as G increases,
single-phase heat transfer rates (portion of the heat transfer
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curve below Tw = 373 K) increase more rapidly than the
critical heat flux (maximum region of the heat transfer
curve), so that the relative importance of single-phase con-
vection increases with respect to boiling. As a consequence,
heat transfer curves obtained for low values of G exhibit a
‘‘knee” in the proximity of Tw = 373 K which is absent in
the case of high G (Fig. 15).

6. Conclusions

The present study extended a previous investigation on
spray cooling [19], in which only temperatures up to
570 K could be attained and the nozzle-target distance
was fixed.

A new experimental rig allowed different nozzle types
(SS), pressure heads Dp (up to 2 	 106 N/m2) and nozzle-
target distances L (from 0.1 to 0.4 m) to be investigated.
The initial target temperatures could be raised up to
750 K. The accuracy of temperature measurements was
improved by using a 16-bit, high-frequency A/D converter.

A preliminary characterization study provided the
dependence of the internal parameters G (specific mass flow
rate), U (mean drop velocity) and MVD (median volume
diameter of the drops) upon the above external parameters
SS, Dp, L. Only G could be determined with good accuracy,
whereas measurements of U and MVD were much more
crude; however, due to the weak dependence of heat trans-
fer rates on these latter quantities, this was not regarded as
a major shortcoming.

Heat transfer (Nukiyama) curves were obtained for a
variety of nozzles and operating conditions by post-pro-
cessing time histories of the target’s mid-plane temperature.
Two alternative methods were used, the first based on the
solution of an inverse transient conduction problem and
the second on the optimization of a parameterized Nukiy-
ama curve. This latter was selected as the more reliable and
human-independent of the two techniques.

The critical heat flux q00c and the single-phase heat trans-
fer coefficient h1 were obtained from the heat transfer
curves. They were expressed in the form q00c ¼ q00c
(G,U,MVD) and h1 = h1(G,U,MVD). A correlation analy-
sis showed that both q00c and h1 were mainly affected by the
specific mass flow rate G, while the remaining parameters
(U, MVD) played only a secondary role. The other quanti-
ties characterizing the Nukiyama curve correlated poorly
with the above ‘‘internal” parameters; in particular, reliable
estimates of the Leidenfrost temperature and of the corre-
sponding heat flux, or heat transfer coefficient, could not be
obtained due to the limitations in the maximum test tem-
perature (�750 K).

Once expressed as a function of G only, the single-phase
heat transfer coefficient h1 was found to increase as G0.687

over the whole range of experimental conditions, in agree-
ment with the 2/3 power law commonly reported for
impinging jets and flows with reattachment. Including the
variables U and MVD in the analysis did not improve to
a significant extent the quality of the correlation.
As regards the critical heat flux q00c , this quantity fol-
lowed fairly well a G0.567 power law in the intermediate
mass flow rate range G = 0.5–10 kg/(m2 s). For lower mass
flow rates the measured values of this quantity fell below
the limiting line q00max ¼ ½cpðT sat � T fÞ þ J fg�G, as dictated
by physical reasons, while at the highest flow rates the
available data suggest that the G exponent decreases as
the efficiency of boiling heat transfer deteriorates, probably
because of increasing drop bouncing effects.
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